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Abstract: This paper is a methodological contribution outlining an approach we have developed to recording
ultrasound tongue imaging and audio research data as part of public engagementwork. The paper is based on our
experience of recording in East Lancashire, UK, at two such events as well as building on the work of other
colleagues who have conducted similar projects. We have successfully managed to collect relevant articulatory
research datawhile providing an interesting and enjoyable event for the public. In a context of stretched research
budgets and researcher time constraints, this combination allows a time-effective combination of tasks, whilst
democratizing academic work and engaging local communities. Our paper has two aims: (i) to describe the
logistical and ethical considerations for organizing an event combining articulatory research and public
engagement, and (ii) to provide methodological reflection on data collection and eventual data quality obtained
including assessment of background noise. We hope to provide inspiration and suggestions for colleagues
wishing to pursue research in this area and also acknowledge where some of our methods would benefit from
more effective solutions. Sample documents for ethics, publicity, risk assessments, staff planning, timelines, and
budgeting are included in our supplementary material toolkit available at https://osf.io/ky3cz/.
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1 Introduction

Recent years have seen the expansion of data collection methods in speech production and sociophonetic research
beyond traditional techniques. Some of these methods, such as remote recording, were necessitated by COVID-19
restrictions (Broś 2024; Freeman and De Decker 2021; Kostadinova and Gardner 2024; Leemann et al. 2020; Sekerina
et al. 2024; Sevilla 2024; Zhang et al. 2021). Remote crowdsourcing of speech data has also been employed in order to
leverage larger sample sizes than would be possible in person (Kim et al. 2019; Love et al. 2022) or to adopt a citizen
science approach to obtaining audio data (Koreinik et al. 2024). Similarly, researchers have exploited the near-ubiquity
of smartphones in many societies for accessing large sample sizes (Kirkham et al. 2020; Leemann et al. 2018; Stry-
charczuk et al. 2020), and engaging minority language users in revitalization programmes (Hilton 2021).

In this paper we present our approach to a specific kind of data collection: combining articulatory phonetics and
public engagement work outside the lab.While it has long been common practice to collect articulatory phonetic data
outside universities in order to access populations who are geographically distant from the laboratory (for example,
Ladefoged 1968, 2003; Whalen and McDonough 2015), we focus particularly on how ultrasound tongue imaging data
canbe combinedwithaprogrammeof public engagement (Heyneet al. 2020; Smithet al. 2023; Strycharczuket al. 2023).
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We recorded ultrasound data in covered market halls from 32 participants in Blackburn in 2022 (initial findings
reported in Nance et al. 2023), and from 32 participants in Burnley in 2023. Both locations are large towns in East
Lancashire, in north-west England (see Figure 1). Our approach involves setting up research equipment outwith a lab
setting. Another approachwhich could be extremely fruitful (if budgets allow) is building amobile lab and taking this
directly to the public (Tiede et al. 2024; Wieling et al. 2023).

In a context where research funding as well as researcher time are in short supply, we outline how
engagement, research, and postgraduate student development can be combined in an effective manner. At the
same time, these methods contribute to a mission of sharing and democratizing access to academic research, as
well as providing the opportunity for the academic community to learn from members of the public (Price and
McIntyre 2023; Rymes and Leone 2014). When designing the two events we have run so far, we have primarily
aimed to provide an engaging and interesting event for the public. At the same time, we also aimed to collect some
research data and provide a structured framework for postgraduate students to conduct public engagement
work. We believe it necessary to order the aims in this way to make public engagement as effective as possible.

This paper has two aims:
(1) We first describe the logistical and organizational considerations involved in organizing and running this

kind of event (Section 2).
(2) We then discuss equipment and methodological considerations for research designs which work well in this

setting, and the quality of the eventual data obtained including assessment of background noise (Section 3).

Our paper is supported by a resource toolkit containing research materials, sample ethics documents, risk
assessments, publicitymaterials, step-by-step planning timeline, equipment lists, and sample budget (available at
https://osf.io/ky3cz/). These materials andmethods were designed for the UK context, but we hope that they could
provide a framework and ideas for use in other contexts.

2 Logistics and organization

In this section we address logistical considerations including budget and timeline, publicity, ethics, safety, and
staffing, and organization before and after the event.

2.1 Funding and timescale

We have previously obtained funding from two different public engagement festivals in the UK: the Festival of
Social Sciences (https://festivalofsocialscience.com/) in 2022 and Being Human Festival (https://www.

Figure 1: A map showing the
locations of Blackburn and
Burnley within the north-west of
England. Grey shaded area
shows the ceremonial county of
Lancashire.
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beinghumanfestival.org) in 2023. It would be possible to do something like this independently with other funding
sources, but we found it useful to have the support and training of a wider national festival. Our events worked to
bring people into themarket for something different from their usualweekend activities, which also benefited the
market due to increased visitor numbers. Hosting events in market halls has the advantage of existing footfall, so
potential participants do not necessarily need to know about the event in advance. Markets also typically offer
existing infrastructure such as good transport links, toilets, food, and an accessible building.

The budget needed for this kind of work is quite low. We have previously worked with £1,200–£2,000. From
this, the greatest expense is properly paying postgraduate students to contribute to the work. Another large
budget component is publicity materials (see Section 2.2). In both cases we ran our events as one-off pop-up stalls,
and we were offered the market stall and power supply for free. Depending on the location, it might be necessary
to hire a stall or similar space for the day. Superficially, it could seem very attractive to hold a one-day event and
record research data from 30+ participants. However, in each case, preparation for these events has taken up to
9 months. We have included a step-by-step timeline in the supplementary materials to indicate all the tasks
involved in organization of these events.

2.2 Publicity

To recruit as many participants as possible, we conducted extensive publicity ahead of our events. We set out to
develop a publicity and marketing strategy aiming to recruit our target audience (local people who might not
necessarily otherwise engage with university research) and engage them once they arrived at our market stall.
We carefully considered our target audience and the kinds of media they were likely to engage with. We then
worked with our university press office to send a press release to local and regional newspapers, websites, radio,
and TV. The press release was especially taken up when a local interest “angle” was included: we focused on a
sporting rivalry, football, between Blackburn and Burnley to generate interest and then explained that we were
analysing accent differences between the locations.We also ran geographically targeted advertisements on social
media in the week ahead of our event, posted in local groups, and posted on a regional events website. Finally, we
asked staff and students with connections in the area to advertise among friends and family.

2.3 Preparing for the event

We obtained ethical approval from our university for recording our data. Adult participants read an information
sheet, then signed a consent form. For child participants, we asked them to sign an assent form and asked their
guardian to sign the consent form. After the recording, we collected a small amount of biographical information from
each participant via a paper questionnaire. Insurance was covered by our university’s public liability insurance
including third party liability, and departmental insurance for our lab equipment. Risk assessments were carried out
by the first author and shared with our venue. While working in a public space we carefully considered the safety of
both our team and the participants. We also discussed informed consent, and working with people whomight not be
able to give informed consent. We cleaned all ultrasound equipment between participants. From the point of view of
keeping our team safe, we stored the phone number for the market managers and were in contact with the market
security teams. On the morning of each event, we received a briefing for fire and safety procedures.

We recruited seven students towork as part of our event in Burnley. At themarket stall, wemade up a teamof
four staffmembers and six paid students. The additional student worked on publicity ahead of the event and data
post-processing. Each student was paid for 10 h, made up of 2 h of training and 8 h of working on the market stall,
travel, set-up, and take-down. We would recommend training students in organization, safety, accessibility, and
taking consent from participants, as well as in using the ultrasound equipment. We selected a team who had the
communication skills to work well with the public, and who represented a range of experience and backgrounds.
We took quite a large teamwith the view that some spare capacity is needed. This allowed us all to take adequate
breaks. Our budget allowed all team members some money for food and drinks.

Articulatory phonetics in the market 3

https://www.beinghumanfestival.org


2.4 During the event

We designed the set-up of our stall to include a clear participant workflow including:
(1) Welcome and demonstration
(2) Ethics
(3) Recording
(4) Background questionnaire, postcards (see Section 3.2), participant gifts
(5) Evaluation

Each participant was allocated a number when they arrived at the ethics station. This was written on their
documents, and their data stored under this number. We discussed inclusive practice and adaptations at the
planning stage of our project. We successfully adapted the activity for visually impaired participants and had
a plan in place if deaf participants wished to take part. For visually impaired participants we read out the
information sheet and consent form while taking consent. We then described the target stimuli and spelled
them out before participants produced the word. For deaf and hard of hearing participants, we planned to
allow them time to read our information sheets and publicitymaterials, and then demonstrate the equipment
and recording before taking consent. Ideally, we would have included a colleague with British Sign Language
skills as part of our team. We also worked with participants with cerebral palsy, learning disabilities, and
mobility disabilities.

We displayed a notice that photography would be taking place and asked any adults whose face appeared
prominently in photos to sign a photo marketing permissions form from our university. We asked guardians of
any children appearing in photos to sign the permissions form, but in general avoided taking pictures of children.
We also hosted a film crew from local BBC TV news during our event in Burnley. The programme was broadcast
on the evening of our event so could not contribute to recruitment on the day, butwe believe it raised the profile of
ourwork andwill helpwith planning for future events. Also, the programme provided some positive publicity for
our hosts at Burnley Market. Where possible, we asked participants to scan a QR code with a link to the funder’s
evaluation survey as they were leaving the stall. Ideally, we would recommend trying to accurately record the
exact footfall (as well as research participants recorded).

2.5 After the event

On an opt-in basis, we asked participants if they would like to receive a sample video of their tongue after the
event. Most of the participants opted in and we asked them to leave an email address. We then exported a full-
speed and slow-motion video of one word from their data and emailed these out. At the same time, we offered
participants the chance to stay in touch and be informed about project results. We emailed our participants
videos to provide a parallel experience to ultrasound pictures of babies from pregnancy scans. Another option
would be to give participants a print-out image of their tongue (Wieling et al. 2023). Working with the public in
this way creates a kind of social contract (Golumbic et al. 2017; Svendsen 2018). It is therefore important for us
to continue the reciprocal nature of our relationship and offer accessible reports of our results. For this
reason, we have offered to give talks in public venues where we have recorded and will send lay-person
summaries of the findings, as well as research articles, to interested participants.

3 Methods and data

In this sectionwe discuss our research design considerations and recording equipment, andwe assess the quality
of the data collected.

4 Nance et al.



3.1 Research design

Our research questions concern (i) the extent of coda rhoticity across different locations and sectors of the
population across East Lancashire, and (ii) how coda rhoticity is realized in articulatory terms. Coda rhoticity
(pronouncing rhotics inwords like far and farm) is variable across East Lancashire and declining in apparent time
(Barras 2010; Dann et al. 2022; Ryan et al. 2022; Turton and Lennon 2023). We chose to record data through public
engagement in Blackburn and Burnley as we thought we would be able to get a relatively geographically
homogenous sample of participants necessary for these research questions. Other studies taking our methodo-
logical approach have instead opted to address questions which can be answered with participants from broader
dialect areas such as the south of England (Strycharczuk et al. 2023), New Zealand (Heyne et al. 2020), or “English
speakers” (Smith et al. 2023; Tiede et al. 2024). These larger dialect specifications allow greater scope for using data
from all interested participants.

When designing our study, we thought carefully about the kind of ultrasound data that can be imaged inmid-
sagittal view andwould likely capture a reasonable range of variation between the speakers we could record. It is
perhaps no coincidence that the majority of studies conducted so far using ultrasound recordings and public
engagement have all considered aspects of liquid consonants (Heyne et al. 2020; Nance et al. 2023; Strycharczuk
et al. 2023; Tiede et al. 2024). All these studies have selected liquids as easily accessible with ultrasound tongue
imaging, and dialectally variable in English. Smith et al. (2023) instead investigate vowel production consistency.

3.2 Data recording and equipment

Our data recording set-up included two ultrasound machines and laptops so we could record two people
simultaneously and independently (see Figure 2). This set-up has the additional benefit of providing some
redundancy in case of technical issues. We recorded simultaneous audio and ultrasound data in Articulate
Assistant Advanced (AAA; Articulate Instruments 2022). The ultrasound data were recorded using a Telemed
MicrUs ultrasound machine, with a 64-element 20 mm radius probe. The frame rate was approximately 80 fps,
probe frequency 2 MHz, depth 80 mm, and field of view 90–101 %. Participants wore an UltraFit headset for probe
stabilization under the chin (Spreafico et al. 2018). The audio data were recorded with a Beyerdynamic Opus 55
condenser microphone attached to the ultrasound headset at 22,050 Hz sampling rate directly into AAA via a
Sound Devices USB Pre-2 audio interface. The audio and ultrasound data were synchronized by the AAA software
with an Articulate Instruments Pulse Stretch Unit.

Before reading theword list, participantswerefirst recorded pressing their tongue against a plastic bite plate.
Ultrasound images are rotated to this image of the occlusal plane to allow better cross-speaker comparison

Figure 2: Our recording set-up with two ultrasound stations
in BurnleyMarket. Justin J. H. Lo and Takayuki Nagamine are
recording participants.
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(Scobbie et al. 2011). We then made a recording of each participant swallowing some water. Filling the oral cavity
with water usually provides a good image of the hard palate, which can then be used for future analysis or
plotting. For further guidance on best practices for recording and analysing ultrasound data, see Lawson and
Dokovova (2023) and Balch-Tomes and Wrench (2024).

We recorded data from anyone who was interested. We then analysed the data relevant to our research
questions. For an evaluation of the data we obtained, see Section 3.3. To keep the event fun and within a
reasonable time constraint, we opted to use a short word list of 13 words in isolation with two repetitions. The
words were presented with pictures as well as orthography to make them as accessible as possible. We included
extra components to the event to try and make it interesting for participants in addition to the ultrasound
recording, for example the dialect postcards described below. In the areawhere peoplewere likely to arrive at the
stall, we had a welcome station with a third ultrasound machine (Mindray DP-2200). This machine was used to
demonstrate the technology to potentially interested people and show them what we were doing (Figure 3).

After recording, we invited participants to share a small amount of biographical information via a ques-
tionnaire. We also had postcards they could optionally fill in, each one containing a simple question about their
opinions on accents. Participants could write on the back of these anonymously and “post” the card to us in a box
for this purpose (see Figure 4). We did not intend for this activity, adapted from the Dialect and Heritage Project
(https://dialectandheritage.org.uk/), to be used as research data but it could be used as such in the future.

3.3 Assessment of the data collected

In this section we consider the quality of data collected. We aimed for participants to complete the whole process
of giving consent, recording, and background questionnaire within 15 min, though some chose to stay longer. This

Figure 3: Left, Maya Dewhurst is
recording data from a
participant in Blackburn; behind
them, Lois Fairclough is using
theMindray DP-2200machine to
demonstrate ultrasound to a
participant. Right, Sam Kirkham
and Seren Parkman are
preparing thewelcome station in
Burnley.

Figure 4: Accent attitude
postcards and our “postbox”.
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data collectionmethod allowed us to have a relatively large participant sample for an articulatory phonetic study,
though with a relatively small token count per participant. These factors must be balanced according to the
research aims of a particular project and the statistical modelling strategy.

The quality of ultrasound data obtained can vary depending on the skill of the researcher in fitting the
headset (Pucher et al. 2020) and individual participant anatomical factors such as chin size, facial hair, or a dry
mouth (Scobbie 2013). As such, it is notmeaningful to compare ultrasound datasets across different data collection
sites as it would not be possible to obtain fully comparable data, and site is not the greatest factor affecting quality.
We excluded three speakers from our analysis whose ultrasound images were not of sufficient quality to allow
accurate spline fitting to take place (out of 44 Blackburn and Burnley participants eligible for research analysis).
This is comparable to previous ultrasound datasetswe have collected. It is possible that participants feltmore self-
conscious about being recorded in a public setting rather than in a lab, but it is also possible that they felt more
comfortable being recorded in a setting they knew. There are no specific limitations on the kinds of analysiswhich
could be conducted on the data. For example, Strycharczuk et al. (2023) have done detailed analysis on the
distance between the short tendon and tongue tip, and Smith et al. (2023) use their data as a control sample for
comparison with a clinical population.

In the following subsections, we assess the acoustic data in more detail, especially focusing on background
noise and potential effects on acoustic measurement accuracy (Section 3.3.1). We then discuss the characteristics
of the participants we recorded (Section 3.3.2).

3.3.1 Evaluating acoustic data background noise

Preliminary data processing has allowed us to quantitatively assess the audio obtained from recording inmarket
settings. Here, we focus on the extent of background noise as a potential source of inaccurate acousticmeasures in
data analysis. As data collectionmethods outwith lab settings have proliferated in phonetics, so too have analyses
focused on evaluating the accuracy of acoustic measures derived (Conklin 2023; Freeman and De Decker 2021;
Kostadinova and Gardner 2024; Sanker et al. 2021; Sekerina et al. 2024; Sevilla 2024). However, as noted by Conklin
(2023: 2), much of this research concentrates on comparing software and hardware, rather than background noise
evaluation. Typically, background noise in remotely collected data is evaluated qualitatively, and potentially
problematic recordings manually excluded (Kim et al. 2019: 161; Kirkham et al. 2020: EL73; Strycharczuk et al.
2020: 5).

Here,we assess signal to noise ratio (SNR) as ameasure for quantifying the background noise compared to the
speech signal recorded (De Decker 2016; Maryn et al. 2017; Sanker et al. 2021). SNR (in decibels) is calculated as:

20 log10
signal
noise

where “signal” is the maximum amplitude (in pascals) of the speech part of a recording compared to the
maximum amplitude of a section of recording where the participant is silent (“noise”).1 Higher numbers indicate
less noisy recordings. For high-quality recordings suitable for gold-standard use in clinical diagnosis, Deliyski
et al. (2005: 27) recommend a SNR of at least 30 dB for accurate measurements. Other estimates are less con-
servative: for example, recordingswith SNR greater than 10 dB are recommended for accurate jitter and shimmer
measures (Ingrisano et al. 1998: 94), and greater than 12 dB is recommended for clinical recordings in Titze (1995:
29). Mid-spectrum frequencies (1,000–2,700 Hz) are most likely to be adversely affected by background noise and
produce inaccurate acoustic analysis (Parikh and Loizou 2005: 3882). Similarly, De Decker (2016: 17) demonstrates
that acoustic measures of high vowels, F2, and from recordings of male speakers are most likely to be inaccurate
with background noise. De Decker (2016: 17) suggests that recordings with SNR less than 10 dB should be
considered “noisy” and likely to produce inaccurate acoustic measures.

1 Equation recommended by the US National Institute of Standards and Technology at https://www.nist.gov/itl/iad/mig/nist-speech-
signal-noise-ratio-measurements (accessed 21 November 2024).
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In our marketplace recordings, the data from eligible participants comprise 571 tokens from Blackburn, and
601 from Burnley. We calculated SNR using a Praat script with the default sinc70 interpolation method (Boersma
andWeenik 2023). For the “noise” comparison to speech, wemeasuredmaximumamplitude in the interval before
participants spoke (around 1–2 s). Note this interval is quite long but we chose to use this time interval to gain a
realistic picture of likely background noise across the recording. Twenty-four tokens from Blackburn (4 %) and 21
from Burnley (3 %) were “noisy”, that is, with a SNR less than 10 dB (De Decker 2016: 17). This analysis indicates
that 96 % of our data are of adequate quality for acoustic analysis.

We also used the same method to compare our data to: (i) data collected in Lancaster University’s noise-
attenuated sound booth (n = 478); (ii) data collected in a noise-attenuated sound booth at University College
London (UCL; n = 466); (iii) data collected in a quiet room at UCL (n = 455). Datasets (ii) and (iii) are described in
Nagamine (2024) and include 12 L1 English speakers from North America producing words containing /l/ and /r/.
All datawere collected using the same equipment and software described in Section 3.2 (i.e., in AAAwith the same
microphones and headset). SNRs from all the data are shown in Figure 5.

Differences between the datasets were tested by fitting a linear mixed-effects model to SNR (centred), with
fixed effect of dataset and Blackburn as the baseline (Bates et al. 2015). The full model included random intercepts
for speaker and word. The overall effect of dataset was tested by model comparison, and differences between
datasets were tested via pairwise comparisons in the emmeans package (Lenth 2021). Model comparison showed
that there is a significant effect of dataset (χ2(4) = 20.25, p < 0.001). Tukey pairwise comparisons are shown in
Table 1 and Figure 6. BlackburnMarket has a significantly lower SNR than UCL recording room, and Burnley has a
lower SNR than Lancaster sound booth and both UCL recording contexts. There is no significant difference
between Blackburn and BurnleyMarkets. Interestingly, there is also no significant difference between Blackburn

Figure 5: Signal to noise ratios for
recordings conducted at UCL
(recording room and sound
booth), Lancaster, Blackburn,
and Burnley. Grey triangles show
the mean value for each context.
The dashed line at 10 dB shows
the threshold for “noisy” data
defined in De Decker (2016).

Table : Pairwise comparisons for signal to noise ratio in all recording contexts. Slope coefficients with more negative numbers indicate
bigger differences in SNR between contexts in dB (centred).

Comparison bβ df t p (adjusted)

Blackburn Market – Burnley Market . . . .
Blackburn Market – Lancaster sound booth −. . −. .
Blackburn Market – UCL sound booth −. . −. .
Blackburn Market – UCL room −. . −. .
Burnley Market – Lancaster sound booth −. . −. .
Burnley Market – UCL sound booth −. . −. .
Burnley Market – UCL room −. . −. .
Lancaster sound booth – UCL sound booth −. . −. .
Lancaster sound booth – UCL room −. . −. .
UCL sound booth – UCL room −. . −. .
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Market and Lancaster or UCL sound booth. However, looking at the model output in Figure 6, it is clear that the
market settings are similar to one another, the recording booths/rooms are similar to each other, and then the
markets differ from the dedicated recording spaces.

3.3.2 Participant demographics

Weworked in local market halls in towns which do not have a university. These contexts allowed us to work with
people for whom it would not be convenient to travel to a lab on campus. In Blackburn and Burnley, we asked
participants their postcode in order to gain an impression of their socioeconomic background. This data allowed
us to calculate the Index of Multiple Deprivation (IMD) for their postcode based on English Census data (https://
imd-by-postcode.opendatacommunities.org/imd/2019). Of the 64 participants, 49 provided their postcode. Their
multiple deprivation decile is plotted in Figure 7. A decile of 1 means that households were in the lowest 10 % of
households in England for measures including income, employment, education, health, crime, housing, living
environment, and services for children and older people (https://opendatacommunities.org/data/societal-
wellbeing/imd/indices). We do not have a comparable dataset with which it would make sense to compare these

Figure 6: Model output showing pairwise comparisons of signal to noise ratio in different recording contexts. Green comparisons are
significant at p < 0.05. Error bars show standard error.

Figure 7: Market ultrasound
participants and the Index of
Multiple Deprivation decile for
their current postcode. Lower
numbers = less advantaged,
higher numbers = more
advantaged.
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figures, but it is clear from the data in Figure 7 that we were able to record a large number of participants from
areas of multiple deprivation. It is highly unlikely that we would have been able to record this demographic by
inviting people to our university campus.

Participants were aged 8–88. We recorded 20 females, 12 males, and no non-binary participants in each
location. One participant was transgender. In terms of ethnicity, most of our participants were White British.
British South Asians are the largest ethnic minority in East Lancashire. In Burnley, 15 % of residents are British
South Asian, and in Blackburn 36 % (Office for National Statistics 2024). In Blackburn we recorded 3 people from
the British South Asian community, and 29 White British. At our second event, in Burnley, we made a concerted
effort to recordmore British South Asian participants and included a communitymember as part of our research
team.We recorded 5 British South Asians and 27White British people. Our sample of 5 British South Asians out of
32 participants (16 %) is reflective of the population in Burnley. We did not record participants from any other
ethnic minority. More consideration could be given in the future for how to attract other ethnic minorities.

4 Discussion and conclusion

In this paper we discussed considerations for designing and organizing events that combine public engagement
and articulatory phonetic data collection, and then assessed the kinds of data we were able to collect. We found
numerous positives from this approach, such as engagingwith our local community, a time-effective combination
of research and engagement, and data collection from a more socioeconomically diverse population than is
typically recorded in our lab. These activities have allowed us to provide paid opportunities for postgraduate
students to develop skills in public engagement as well as articulatory phonetics. Also, we now have shared
experiences as a lab which have helped us become a more cohesive and collaborative group of researchers.

As discussed in Section 3.1, we carefully considered the kind of research questions that could be answered
with this kind of data collection, and the kinds of participants we were likely to recruit in particular venues and
locations. Not all projects and research questions will be suited to this kind of data collection. Similarly, as
discussed in Section 3.2, it is not feasible to gather large amounts of data per participant in order to maintain a
reasonable timeframe for data collection. However, for some research questions this is not necessarily a
downside, and we found that ourmethod allowed us to collect a relatively large number of participants in a small
space of time. There is more background noise in amarket than in a lab setting, but 96 % of our data were above a
threshold of background noise considered adequate for accurate acoustic analysis.

Through the discussion and materials provided here, we aim to allow future researchers to consider ad-
vantages and disadvantages to this kind of public engagement and articulatory data collection. We hope that our
methods can be adapted and improved in order to inspire future work in this area.
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